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Abstract: In data mining, in order to calculate descriptive statistics and other statistical model parameters correctly, outliers should be 

identified and excluded from the data set before starting data analysis. This paper studied and compared the performance of model-

based, density-based, clustering-based, angle-based, and isolation-based outlier detection methods used in data mining. ROC and AUC 

curves were used to compare the performances of outlier detection methods. A data set with a standard normal distribution and fit a 

logistic regression was simulated. To compare the methods, the data was modified by randomly adding 30 outliers to the data set. The 

iForest algorithm was found to have higher predictive power than Mahalanobis, LOF, k-means, and ABOD. In addition, outliers were 

found in a real data set with the iForest algorithm and deleted from the data set. Then, the data sets with outliers and without outliers 

were compared. The results showed that the model without outliers has a higher predictive ability. 
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1. Introduction 
The technique of simulating human intelligence with 

algorithms to create a new computer that can do the 

work that humans can do is defined as artificial 

intelligence (AI) (Bharadiya, 2023). Machine learning 

(ML) is a collection of algorithms that computers use to 

generate and refine predictions or behaviors based on 

data (Molnar, 2019). Logistic regression analysis, one of 

the machine learning methods, is used frequently in 

many fields. 

In multi-category or ordinal scales, logistic regression 

forecasts the value of the dependent variable examines 

the connection between dependent and independent 

variables, and makes classification (Mertler and 

Vannatta, 2005). 

Outliers are observations that are significantly different 

from other observations (Cebeci et al., 2022). These 

values may be due to incorrect entry of records, 

fraudulent behavior, humans or instruments error or a 

natural deviation in the population (Hodge and Austin, 

2004). The frequent occurrence of outliers has increased 

interest in outlier detection methods in data mining.  

Outlier detection methods are classified as univariate or 

multivariate; parametric, semi-parametric, and 

nonparametric; supervised, semi-supervised, and 

unsupervised. It is also classified as density-based, 

clustering-based, distance-based, and depth-based 

outlier detection methods (Ben-Gal, 2005; Gogoi et al., 

2011; Yucel Altay, 2014; Cebeci, 2020; Cebeci et al., 

2022). Statistical-based, deviation-based, and subspace-

based outlier detection methods can also be added to this 

classification (Xu et al., 2018). There is also an isolation-

based outlier detection method that has been actively 

used recently and has high performance (Liu et al., 2008).  

The aim of the study is to compare the performance of 

model-based method Mahalabonis distance, density-

based method LOF, clustering-based method k-means, 

angle-based method ABOD, and isolation-based outlier 

detection method iForest used in data mining. 

 

2. Materials and Methods 
2.1. Dataset 

The data set was generated a sample of size 3000 from a 

standard normal distribution using the R package. In this 

data set, there are 3 independent (X1, X2, X3) and 1 

dependent (Y) variable. The independent variables 

consist of continuous variables and the dependent 

variable consists of a binary variable containing 0 and 1 

values. In order to compare the outlier detection 

methods, a total of 30 outliers, 10 in each independent 

variable, were randomly added to the data set and the 

data were modified.  

The Asian rice (Oryza sativa) data obtained by Zhao et al. 

(2011) were used. From this data set, 282 observations 

were included in the analysis. From this data set, seed 

length (X1), seed width (X2), and seed volume (X3) were 

used as independent variables and leaf pubescence (Y) 

was used as the dependent variable. The independent 

variables consist of continuous variables and the 

dependent variable is a categorical variable (no 
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pubescence: 0, pubescence: 1). The simulated and real 

data set split of training (70%) and test (30%) set. 

2.2. Logistic Regression 

Regression analysis is used to determine the relationship 

between dependent and independent variables. In this 

analysis, the dependent variable consists of continuous 

data. If the dependent variable is a categorical or ordinal, 

logistic regression analysis is needed. In logistic 

regression analysis, independent variables can be 

discrete, continuous or a mixture of these variables. 

In binary logistic regression, one of the logistic 

regression model types, the dependent variable is two 

categories. The logistic regression model (Equation 1) is 

as follows. 
 

𝐼𝑛( 
𝜋

1 − 𝜋
)  =  𝛽0 + 𝛽1𝑋1 + ⋯+ 𝛽𝑘𝑋𝑘  (1) 

 

where π is the likelihood of  the event, 𝛽0 is the constant 

term, 𝛽𝑘  is the kth regression coefficient, X is the 

independent variable, and Y is the dependent variable 

(Juarto, 2023). 

2.3. Outlier Detection Methods  

2.3.1. Mahalanobis distance 

Statistical methods (model-based methods) for outlier 

detection are divided into parametric methods and 

nonparametric methods (Han et al., 2012). In parametric 

methods, multivariate outlier detection using 

Mahalanobis distance (Equation 2) is performed as 

follows (Rousseeuw and Van Zomeren, 1990). 
 

𝑀 = √(𝑥 − µ)Ʃ−1(𝑥 − µ)′     (2) 
 

Where M is Mahalanobis distance, x is vector of variables 

𝑥 = (𝑥1,𝑥2,…,𝑥𝑘), µ = (µ1,µ2,…,µ𝑘) is vector of mean values, 

Ʃ is the covariance matrix (Leys et al., 2017). 

If the squared Mahalanobis distances of each observation 

is greater than the quantile (e.g. 0.975 quantile) of the 𝜒2 

distribution, these observations are outliers (Rousseeuw 

and Van Zomeren, 1990; Prykhodko et al., 2018; Cebeci, 

2020). 

The Mahalanobis distances were examined using the 

“Moutlier” function of the “chemometrics” package in R 

(Filzmoser and Varmuza, 2017). 

2.3.2. Local outlier factor (LOF): 

Proximity-based outlier detection methods are divided 

into density-based and distance-based outlier detection 

methods (Han et al., 2012). One of the density-based 

outlier detection algorithms is the LOF. This algorithm is 

based on � nearest neighbors (Breunig et al., 2000). 

The distance between an object O and its nearest � 

neighbors is the k-distance of O, denoted by dist𝑘(𝑂), and 

the �-distance neighborhood of an object O (Equation 3) 

is as follows. 
 

𝑁𝑘(𝑂) = {𝑂′|𝑂′ ∈ 𝐷, 𝑑𝑖𝑠𝑡(𝑂, 𝑂′) ≤ 𝑑𝑖𝑠𝑡𝑘(𝑂)} (3) 
 

The reachable distance is defined as the maximum of k-

distance of 𝑂′ and the distance between O and 𝑂′, and its 

formula (Equation 4) is:  
 

𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡𝑘(𝑂 ← 𝑂′) = 𝑚𝑎𝑥 {𝑑𝑖𝑠𝑡𝑘(𝑂), 𝑑𝑖𝑠𝑡(𝑂, 𝑂′)} (4) 

The local reachability density of object O (Equation 5) 

can be written as follows (Hofmann and Klinkenberg, 

2014). 
 

𝑙𝑑𝑖𝑠𝑡𝑘(𝑂) =
‖𝑁𝑘(𝑂)‖

∑𝑂′𝜖𝑁𝑘(𝑂) 𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡𝒌(𝑂 ← 𝑂′)
 (5) 

 

The local outlier factor (LOF) of O can be written as 

follows (Equation 6). 
 

𝐿𝑂𝐹𝑘(𝑂) =  
∑𝑂′ ∈ 𝑁𝑘(𝑂) .  𝑙𝑑𝑖𝑠𝑡𝒌(𝑂

′)

‖𝑁𝑘(𝑂)‖ .  𝑙𝑑𝑖𝑠𝑡𝑘(𝑂)
 (6) 

 

Observations that have a substantially lower density than 

their neighbors are identified as outliers (Cebeci, 2020).   

The local outlier factors were examined using the “lof” 

function of the “Rlof” package in R (Hu et al., 2015). 

2.3.3. k-means algorithm 

Clustering-based outlier detection methods are divided 

into hierarchical and non-hierarchical clustering 

methods. In the k-means, which is one of the outlier 

detection methods with non-hierarchical clustering, the 

aim is to divide n objects into k number of clusters and to 

minimise the similarity between clusters and maximise 

the similarity within clusters (Yadav and Sharma, 2013; 

Deb and Dey, 2017). 

Where k is no. of the cluster, D is a dataset containing n 

objects, the steps of the algorithm are given below (Kaya 

and Koymen, 2008; Han et al., 2012; Bertizlioglu and 

Ozgonenel, 2012). 

1. Initially, to determine the cluster center, n objects 

are randomly selected from D to form the number k 

of clusters. 

2. The average of each object is calculated and the 

center points are determined. 

3. Based on the mean values, each object is grouped 

with the closest center point. 

4. The new mean value of each data item is calculated. 

5. Step 2 and 3 are repeated until k does not change. 

In order to determine outliers with hierarchical 

clustering, after the 3rd step, the distances of each object 

are calculated by summing the squares of the deviations 

from the center of the cluster to which each object 

belongs and taking the square root. The objects with the 

maximum distance are considered outliers (Cebeci, 

2020). 

The distances of each object were examined using the 

“kmeans” function of the “Stats” package in R. 

2.3.4. Angle-based outlier detection (ABOD) 

In Angle-based outlier detection method, the variances of 

the angles between the difference vectors of the data 

objects are taken into account (Kriegel et al., 2008). 

In dataset D, when one point A⃗⃗ ∈ D (A⃗⃗ = (A1, A2, …An))  

and two other points B⃗⃗ , C⃗ ∈ D and B⃗⃗ , C⃗  ≠ A, the Angle-

Based Outlier Factor (ABOF) is calculated by Equation 7. 
 

𝐴𝐵𝑂𝐹(𝐴 )  =  𝑉𝑎𝑟�⃗� ,𝐶  ∈𝐷(
(𝐴𝐵̅̅ ̅̅ , 𝐴𝐶̅̅ ̅̅ )

‖𝐴𝐵̅̅ ̅̅ ‖2. ‖𝐴𝐶̅̅ ̅̅ ‖2
 (7) 

 

where AB̅̅ ̅̅  is the difference vectors (B⃗⃗ − A⃗⃗ ), ‖AB̅̅ ̅̅ ‖ is the 

Euclidean distance between A⃗⃗  and B⃗⃗ , ABOF(A⃗⃗ ) is the 

https://www.sciencedirect.com/topics/engineering/reachability
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variance over the angles between the difference vectors 

of A⃗⃗  to all pairs of points in D weighted by the distance of 

the points (Kriegel et al., 2008). The ABOF values found 

by equation 7 are ranked and those that are smaller than 

the ABOF values of other observations are called outliers. 

The ABOFs were examined using the “abod” function of 

the “abodOutlier” package in R (Jimenez, 2015). 

2.3.5. Isolation forest (iForest) 

The iForest algorithm, which is one of the isolated-based 

outlier detection methods, used to calculate the anomaly 

score of a data point is based on the observation that the 

isolation tree (iTrees) structure is equivalent to binary 

search trees (BST). The anomaly score of a data point is 

calculated by Equations 8 and 9 (Liu et al., 2008; Negi, 

2020). 
 

𝑐(𝑚) = {
2H(m − 1) −

2(m − 1)

n
, 𝑚 > 2

1, 𝑚 = 2
0, otherwise

 (8) 

 

 s(x,m) = 2
− 

E(h(x))
c(m)  (9) 

 

where s is anomaly score, h(x) is the path length of an x 

observation, E(h(x)) is the average of h(x) of the iTrees 

set, c(m) is average length of unsuccessful search in BST, 

H is a harmonic number, and n is the no. of external 

nodes. 

The determination of whether or not the observations 

are outliers is based on the anomaly score. An 

observation is considered an outlier if its anomaly score 

is near 1; if it is near 0.5, it is not. The value is normal 

value if the anomaly score is much less than 0.5 (Liu et 

al., 2008). 

The anomaly scores were examined using the “iForest” 

function of the “isofor” package in R (Graves and 

Drozdov, 2019). 

2.4. Comparison of the Performance of Methods 

In this paper, the receiver operating characteristic (ROC) 

curve is used for measuring the performance of the 

outlier detection methods. The confusion matrix used 

when plotting the ROC curve is given in Table 1 (Sharma 

et al., 2022). 

 

Table 1. Confusion matrix 

 Actual Positive Actual Negative 

Predicted Positive True Positive False Positive 

Predicted Negative False Negative True Negative 

 

When plotting the ROC curve, the true positive rate (TPR) 

should be available in addition to the false positive rate 

(FPR). TPR and FPR are formulated in Equations 10 and 

11 (Omar and Nassif, 2023). 
 

TPR =
 True Positive 

True Positive + False Negative 
 (10) 

 

FPR =
 False Positive

 False Positive +   True Negative
 (11) 

 

The Area Under the Curve (AUC) is defined as the area 

under the ROC curve and shows the percentage of correct 

classification of positive and negative results. A larger 

AUC value means better performance (Auslander et al., 

2011). A lower FPR and a higher TPR are desired because 

of admirable predictive prowess (Hou et al., 2023). 

 

3. Results and Discussion 
In simulated data, the AUCs of the different methods 

were compared in Figure 1. The AUC of the iForest model 

was found to be higher than the Mahalanobis, LOF, k-

means, and ABOD models. This demonstrated that the 

iForest model has higher predictive power compared to 

the other models. The AUC of the LOF model was found 

the second highest AUC. The iForest has higher predictive 

power than the LOF (Gao et al.,, 2019; Gnat, 2020; Negi, 

2020; Kiruthika and Sowmyarani, 2020; Vijayakumar et 

al., 2020). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The ROC curve. 

 

Since the iForest algorithm had higher predictive power 

than the other models, outliers were found using iForest 

in the real data. According to the outlier scores found by 

Equations 8 and 9, seven observations were identified as 

outliers and deleted from the data set. Then, the logistic 

models were developed for the data set with and without 

outliers and the ROC curves of these models were plotted 

in Figure 2. 

In Figure 2, The AUC of without outliers and with outliers 

logistic regression models were 0.8526 and 0.7841. The 

AUC of the without outliers model was found to be higher 

than the outlier model. In other words, predictive 

modeling and classification are not reliable in the data set 

with outliers. Nurunnabi and West (2012) compared 

outlier and without outlier data sets and reported that 

the results of the outlier data set were not reliable in 

logistic regression analysis. Osborne and Amy (2004) 

reported that outliers significantly affect the analysis. 
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Figure 2. ROC curve of the data set with and without 

outliers. 

 

4. Conclusion 
In this study, the performances of Mahalanobis, LOF, k-

means, ABOD, and iForest methods were compared. 

iForest algorithm was found to have a higher predictive 

power compared to the other methods. It is also 

concluded that outliers in logistic regression analysis 

affect the model considerably. 
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