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Abstract- The humankind is currently experiencing a life supported often with intelligent systems designed and 
developed based on the foundations of Artificial Intelligence. It is clear that this scientific field is one of key 
elements for shaping better future for us. But there are also some anxieties regarding possible ethical and safety 
related issues that may arise because of intense use of powerful Artificial Intelligence oriented systems. In this 
context, objective of this paper is to provide a look at to some remarkable issues about ethics and safety within 
the future of Artificial Intelligence. After focusing on currently wide-discussed issues, the paper also comes with 
some possible solution suggestions for achieving a better Artificial Intelligence supported future with no or less 
issues on ethics and safety. 
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1. Introduction

Artificial Intelligence has an important and effective 
role on transforming the current and the future state of 
our life. That’s not surprisingly but rise of this field has 
a remarkable story behind, considering many 
developments appeared on the background. It is 
remarkable that especially revolutionary developments 
within computer, electronics and communication 
technologies have enabled scientific minds to improve 
momentum of innovative and practical technological 
developments and in this way, it has become more 
possible to think about real forms of previously 

imagined, science-fiction oriented technological 
products. Eventually, Artificial Intelligence has taken 
an increasing active role in humankind’s modern life. 

Today, we can see – observe effects of Artificial 
Intelligence based systems almost all fields [1-3] In this 
context, it has already become a common think to see 
any intelligent mechanism in our cell phones, machines 
at home, and even cars. From a general perspective, it 
is possible to indicate that the Artificial Intelligence is 
making our life more practical and easier. Thanks to 
different approaches, methods, and techniques of 
Artificial Intelligence, it is now not impossible to solve 
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advanced, complex problems or spend more time for 
solving such problems via traditional solution ways. 
Because of that, Artificial Intelligence seems promising 
a good, better future life for the whole humankind. But 
on the other side of the medallion, there are already 
serious discussions on a dystopian future of Artificial 
Intelligence with many important issues associated with 
ethical and safety oriented issues. Yet there is not any 
serious state of a worse future captured by intelligent 
machines but in at least a theoretical manner, some 
issues are widely discussed and being tried to be solved 
by researchers. 

Considering the explanations provided so far, 
objective of this paper is to provide a look at to some 
remarkable issues about ethics and safety within the 
future of Artificial Intelligence. Because that is an 
important research interest currently, there is also an 
improving literature, which will probably be deeper and 
deeper in time because of the multidisciplinary aspects 
considered about Artificial Intelligence when ethical 
and safety oriented subjects are thought. So, that paper 
is believed to be an alternative contribution to the 
associated literature. After focusing on currently wide-
discussed issues, the paper also comes with some 
possible solution suggestions for achieving a better 
Artificial Intelligence supported future with no or less 
issues on ethics and safety. 

Based on its subject – objectives, the remaining 
content of the paper is organized as follows: The next 
section is devoted to a brief explanation of research 
interests having relations with the future of Artificial 
Intelligence. After that section, the third section 
explains the most remarkable issues when ethics and 
safety are thought in the context of Artificial 
Intelligence and the future. Following that section, the 
fourth section introduces some possible solution 
suggestions and finally the paper is ended by 
discussions on conclusions and some future work plans. 

2. Future Of Artificial Intelligence and the
Related Research Interests

When we think about the future of Artificial 
Intelligence, we should know some trendy research 
interests to understand what is currently discussed 
widely in the associated literature. That’s critical to 
derive ideas about good or bad sides of intelligent 
systems of the future and design – develop possible 
solution ways in this manner. So, this section is about 
the related research interests that should be known 
essentially. 

2.1. Machine Ethics – Ethical Artificial Intelligence 
Machine Ethics is one of the most important issues 

considered when dealing with the future of Artificial 
Intelligence. In the literature, another concept: Ethical 
Artificial Intelligence is also used instead of Machine 
Ethics [4, 5]. As general, Machine Ethics is focused on 
research works trying to find appropriate answers for 
the problem scope: “the consequences of the 
behaviours, which are shown by machines to humans 
and other machines” [6]. In detail, research works done 
in this scope are based on the idea of defining ethical 
rules to prevent from any possible dangerous – harmful 
results (especially for the humankind) caused by 
intelligent systems [5, 7-9]. Because there is the 
situation of understanding what is ethical or not and 
what can be considered as ethical or safe by intelligent 
machines, this research interest is always keep in touch 
with different fields like sociology, psychology, and 
even education. On the other hand, the technical side is 
clearly connected with the essential fields of Artificial 
Intelligence, like mathematics, logics, electronics, and 
computer software – hardware…etc. 

2.2. Artificial Intelligence Safety 
Machine Ethics is about finding the ethical ways of 

realizing intelligent systems. But if we move from a 
dystopian fact that intelligent systems can always have 
some potential dangerous features - functions, then 
another research interest should be formed. At this 
point, the research interest of Artificial Intelligence 
Safety is focused on especially unsafe scenarios in 
which intelligent systems may have active role, so it 
deals with possible solutions to eliminate unsafe 
potentials or at least make intelligent systems 
controllable by us [10, 11]. Majority of research works 
in this manner are for designing and developing 
solutions for making intelligent systems safer or more 
controllable in case of any undesired situation. So, there 
is another puzzle to be solved here as which kind of 
situations are undesired and which kind of currently 
observed situations can lead us to think about 
something going actually wrong. 

2.3. Technological Singularity 
As a more utopian idea, which is also widely 

accepted by the scientific audience, Technological 
Singularity is briefly a hypothesis, which is based on the 
idea that the Artificial Intelligence and its products will 
overcome human intelligence in the future and 
eventually, civilizations and human nature will be 
transformed radically into different forms [12, 13]. This 
hypothesis is mostly connected with a better future 
supported by intelligent systems and accepts the ideas 
of improvements in a new world in which intelligent 
systems are some-how the ruler but not so dangerous 
for the humankind and other living organisms in an 
existential manner. 

2.4. Superintelligence 
Superintelligence is another research interest, 
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which is attracting researchers’ interest widely. Briefly, 
the concept of Superintelligence is based on the idea of 
an intelligence type making intelligent machines to 
“surpass human brain in general intelligence” [14]. 
Because of that, research works oriented in this interest 
are based on the systems having better intelligence form 
rather than humans including even the most intelligent 
one living. In this context, even systems that are able to 
solve problems that cannot be solved by humans are 
directly included under the scope of this research 
interest.  

Figure 1. Some research interests related to future of 
Artificial Intelligence.  

All the mentioned research interests are some-how 
associated with the ideas, predictions, improvements and 
developments done regarding the future of Artificial 
Intelligence. When the subject is examined in detail, 
there are also some wide scope research areas such as 
Existential Risks [15] and these research areas include 
also Artificial Intelligence in their topics because of its 
great influence in different fields and potential in 
directing the future of humankind, life and even universe. 

Considering the future of Artificial Intelligence, the 
next section briefly focuses on some remarkable ethical 
and safety oriented issues caused by Artificial 
Intelligence. 

3. Ethical and Safety Oriented Remarkable
Issues Caused By Artificial Intelligence

Some of remarkable issues associated with ethical 
and safety oriented factors caused by Artificial 
Intelligence can be explained - discussed briefly as 
follows: 

3.1. Laws for Intelligent Systems 
Because of the idea that any intelligent, 

autonomous system can behave dangerously after a 
while following many learning phases, it has been a 
commonly discussed problem to design some laws – 

rules, which the related systems should obey. That idea 
actually has some origins to the three laws expressed by 
Asimov in his famous science-fiction novels [16]. At 
this point, it is important to achieve some emergency 
oriented mechanisms to stop or at least direct robots – 
intelligent systems when it is observed that they are 
behaving in a not desired way. Because of the butter-fly 
effect, some previously gathered information from 
experiences or expert knowledge provided by humans 
may cause very dangerous situations at the end. The 
idea of providing laws at this point tries to find answers 
for the questions like ‘Which laws should be applied for 
intelligent systems?’, ‘How can we design an 
algorithmic structure covering the designed laws for 
intelligent systems?’, ‘How can we know the provided 
laws are enough for meeting with all undesired 
situations and eliminating them well?’. 

3.2. Moral Dilemmas 
Moral dilemmas have always been important for 

people from different aspects of sociology, psychology, 
education and many other social sciences. But when 
intelligent machines, which can behave like a human, 
are taken into consideration, this research subject 
becomes a more important issue for having idea about 
future of Artificial Intelligence. As a famous example, 
accident dilemma considers the decision making 
mechanism for self-driving cars and focuses on the 
question of which scenario should be followed in case 
of any fatal accident including many members to be 
evaluated for who should be death, injured or be saved 
at the end of the accident [17]. Some other examples 
regarding moral dilemmas may include: ‘Which patient 
should be treated by an intelligent (doctor) system in 
case of there are many patients having high level 
priorities at the same time.’, ‘At which level should a 
person be punished by an intelligent (judge) system if 
he / she killed anyone in order to save himself / herself 
or decides to achieve a justice for everyone being 
affected by the same factor dangerously or unjustly.’, or 
‘How to behave in case of the situation mentioned by 
Montaigne: “one person’s profit always involves 
another person’s loss [18].’ 

3.3. Jobs to be done by Intelligent Systems 
A both ethical and safety issue related to 

employment of Artificial Intelligence in the daily life is 
connected with the anxious among people that their jobs 
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will be taken over by intelligent systems – machines, 
which are faster, more effective, efficient without even 
being tired. At this point, there is a serious discussion 
that how people will be in an economic situation if they 
lose their jobs and how it will be safe to give critical 
tasks to intelligent systems, which can be hacked and 
re-programmed by evil-minded sources (people, other 
intelligent systems – machines...etc.) [19]. 

3.4. Hacked Intelligent Systems 
In addition to its advantages, running computer 

based systems has caused many disadvantages because 
of open doors of such systems. It is known that hackers 
are dangerous actors of the digital world with their 
unstoppable abilities and knowledge to manipulate any 
computer system and even people to reach their 
objectives or just having fun by causing harmful or 
dangerous situations at the end [20, 21]. With more 
developments in technologies and transformation to the 
society of informatics, roles of such people have 
become more important to be prevented from for 
achieving safety of especially information – data. 
Because the future of the world will be structured over 
mostly intelligent, autonomous systems, hacking such 
systems will be too critical for many safety reasons. 
Hacking such intelligent systems may cause not only 
losing data but also allowing evil-minded people or 
systems to re-program any system to behave according 
to different laws – directives. In a more general 
perspective, hacking a machine connected to a wide 
network of machines (Internet of Things: IoT) [22-24] 
may cause hackers to reach critical environments by 
using even simple machines, which are intelligent for 
specific tasks but having lots of open doors. That 
scenario can be improved by thinking about self-driving 
military vehicles, drones, war machines, or satellites, 
which are key elements for security of a nation – 
country. 

3.5. Producing Intelligent Systems 
In the future, it will be a common task to produce 

intelligent machines. Even today, many different 
companies like Tesla have already taken many steps in 
this manner. Industry 4.0 is a concept to define that 
revolutionary age and it will even probably transform 
production approaches into newer forms. But because 
there is the fact of machines, which can work – behave 
intelligently and autonomously, the production done 
here may be defined again by answering some questions 
rising. As related especially ethical subjects, one key 
answer that should be answered is about who will be 
responsible for any after-learned dangerous or harmful 
behaviors of such machines. That question also causes 
some additional questions to rise: ‘Should intelligent, 
autonomous machines have their lawful status like a 
human?’, or ‘How can an intelligent machine be 
responsible for its actions, decisions…etc.?’ 

3.6. Copyright Issues 
Artificial Intelligence based systems are also used 

for creating different artistic products like pictures, 
poems, novels…etc. But at this point, there is a 
remarkable issue on copyright. One common question 
that should be asked here is: ‘Who is the copyright 
holder of an artistic product; the intelligent system or its 
developer?’ This issue is similar to the issue on 
producing intelligent systems but the main point 
considered here is about the products by intelligent 
systems. 

3.7. Machines Created by Machines 
It is also another ethical issue if it should be 

allowed one intelligent machine to create – develop 
other ones autonomously. That’s a rising issue because 
it is still unclear how after-learned, intelligently done 
behaviors can result to differences in new type of 
machines developed as benefiting from experiences – 
after-learned data of previous, ancestor machines. 

4. Suggestions on Solution Ways

In addition to the mentioned ones in the previous 
section, there are many other ethical and safety oriented 
issues caused by Artificial Intelligence. Newer 
developments and improvements appeared in the context 
of Artificial Intelligence day-by-day cause us to derive 
and think about new issues that should be answered. At 
this point, there is always hope to think about also 
alternative solutions and at least such efforts are 
necessary to improve the associated literature covering 
such solution oriented works. Here, the authors also have 
some suggestions for eliminating or controlling the 
mentioned issues: 

 For especially Machine Ethics, moral dilemma is a
milestone to see if it is possible to achieve a desired
moral – ethic behaviors in a machine – computer
system based on Artificial Intelligence. In this
sense, newer Artificial Intelligence techniques
focused on only solving ethical problems with new
methods or well-known problem solution methods
(i.e. classification, clustering, pattern recognition,
and optimization) should be designed and
developed.

 It is important to design some laws for controlling
working mechanism of intelligent, autonomous
machines. At this point, it is suggested to design and
develop complex algorithmic structures limiting
abilities – behaviors of machines in different
situations and also trying to eliminate moral
dilemmas at the same time.

 In the literature of Artificial Intelligence Safety,
researchers are working currently on designing safe
agents, which are small but important parts of bigger
problems solved carefully in detail. At this point,
more research works to achieve the following types
of agents should be done more [25-27]:

o Interruptible Agents,
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o Ignorant Agents,

o Inconsistent Agents,

o Bounded Agents.

 As an important learning approach within the
Machine Learning techniques of Artificial
Intelligence, Reinforcement Learning [28] is widely
discussed in the scientific community because of
some dystopian scenarios on dangerous machines
learned in a wrong way or via wrong feedback. In
order to provide safe Reinforcement Learning, there
is a technique called as Inverse Reinforcement
Learning and this technique is known as an effective
Artificial Intelligence Safety technique [29, 30].
Moving from that, it could be an effective way to
run alternative safety oriented works over this
technique and also improve it. Furthermore, it is of
course possible to develop alternative techniques to
deal with disadvantages of learning approaches like
Reinforcement Learning.

 For a better, controllable Artificial Intelligence, it is
necessary to form some professions and jobs. Such
professions and jobs may include the ones like
Artificial Intelligence engineer, Machine Ethics
engineer, Artificial Intelligence safety expert,
Artificial Intelligence training rule expert…etc.

 It is thought by the authors that it may be a good way 
to design a global, hierarchical structure defining
priorities of humans, other living organisms and also
intelligent, autonomous machines to prevent from
any possible Existential Risks by Artificial
Intelligence and also undesired situations of society
transformations caused by i.e. Technological
Singularity or any other form of changes in the
future. Such structure can employ some laws – rules
to be followed by all its members and in this way
both ethical and safe living over the world is finally
achieved.

5. Conclusions and Future Work

This paper has provided a general discussion and
overview of ethical and safety oriented issues on 
Artificial Intelligence. When we consider the current 
situation, some issues are just imaginations and 
scenarios, which have not realized yet but they are all 
theoretically possible of course. Even some of currently 
observed technological developments are some critical 
signs of a need for controllable Artificial Intelligence and 
because of that there is an important number of 
researchers, who think that intelligent systems of the 
future are potential threats for our future. The discussed 
subject in this paper are just some remarkable examples 
regarding Artificial Intelligence in the future and it is 
clear that we are still desiring a future, which has lots of 
unclear, misty problems waiting to be discovered and 
solved. 

Discussions provided in this paper are some typical 
findings and also ideas by the authors and all these 
research efforts done so far have encouraged them for 
some future works. Future works in this manner include 
development of some ethics and safety related 
algorithmic systems as alternative solution scenarios and 
also strong theories in order to support the mentioned 
research interests and issues, which include some gaps 
because of their age in the scientific arena. 
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